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ABSTRACT

A magnetic levitation haptic device (MLHD) is used to sintela
dithered textured surface made up of conical elements. Atcaint
surface algorithm allows the cone size, shape, mean ifgerent
spacing and probe size, to be varied in realtime. The highomot
bandwidth, fine spatial resolution and high stiffness ofMieHD
produce virtual textures with roughness perception cheritics
comparable to geometrically similar real textures.

Human subjects use virtual spherical probes of four differe
sizes to explore textures over a range of element spacingsgiR
ness magnitude estimates show that roughness initiallgases

as spacing increases. Maximum roughness is perceived aica sp

ing governed by the probe-texture geometry. Roughnessdeen
creases as spacing continues to increase. There is an apately
quadratic relationship between texture and spacing. Thpesbf
the magnitude estimation curve, and the texture spacinchathw
maximum roughness for virtual dithered textures is fek, similar
to those found in real textures having the same geometryaticst
geometric model approximately predicts these maxima watf ¢
sistent underestimation. By incorporating probe veloaitp the
geometric model, this underestimation can be explainedsabe
stantially reduced. Based on these results it is concluukgchthap-
tic device with sufficiently high resolution and bandwidtancbe
used to accurately generate virtual textures which arespéually
similar in roughness to real textures.

Index Terms: J.4 [Social and Behavioural Sciences]:
Psychology—Psychophysics - Haptics;

1 INTRODUCTION

Texture plays a role in object discrimination and providesful
information for examining and manipulating objects, partarily
in the absence of vision [9]. Several elements that corteilboi
the perception of texture include bump size, friction, Im&st and
stickiness [5]. Of these, roughness perception has ret&iva-
siderable attention but its relationship to the underlypiysical
properties of texture is still poorly understood. Studigthvthe
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element spacing increases. The magnitude of the rougheessp
tion is found to be maximum near the point at which the prolre ca
completely penetrate between conical elements.

% Texture Experiment - Subject Panel

(b)

Figure 1: a.) Subject using the magnetic levitation haptic device during psy-
chophysics experiments. b.) Magnitude estimation experiment graphics panel
seen by subjects.

This inverted U-shaped, roughly quadratic psychophydicad-
tion is found when subjects explore real dithered surfacés w

bare finger have shown a relationship between surface gepmet real three-dimensional probes. A linear function, howgieof-

and roughness magnitude estimates [3, 16] suggesting tiggtr{i
pad deformation, as opposed to vibration, is the importaterdi-
nant of roughness, at least for large element spacings. raltes
spacings, vibrational effects may be significant [4, 6].

ten found in studies in which subjects explore virtual hafgkture
[8, 13, 17, 20]. The surfaces in such studies have commordyp be
sinusoidal gratings, which subjects encounter using nedth vir-
tual haptic probes. While it is easy to simulate such a saréawl

When texture is felt via a probe, as when a pen scratches a piec probe, the discrepancy between the psychophysical fursctif

of paper, it seems apparent that vibration must play a rdtesnex-
ture’s perceived roughness. It has been suggested thatttrad-
tion between the geometry of the surface and the shape ofadbe p
determines the magnitude of the perceived roughness [LB]e&ts
using real spherical probes, exploring a surface of dithemical
elements, perceive roughness to first increase and theeadecas
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real dithered surfaces and those of virtual sinusoidalinggathas
yet to be explained. Itis possible that these differencisatways
in which the simulation model fails to capture essentiahietof
reality. It is also possible that the haptic hardware islitsin-
capable of rendering some aspect of texture necessarydistie
perception. For example, if vibrational effects are impottfor
roughness perception, the stiffness of the device and &&ipo
bandwidth may be inadequate to produce realistic textures.

A logical first step in validating the use of haptic devicestfx-
ture simulation would demonstrate that similar virtual aeal tex-
tures, whose physical parameters closely conform, gemsitailar
psychophysical functions. If the interaction betweenuéttprobe
shape and surface geometry is related by the same geometta m
that governs real probe-surface interaction, it impliest thirtual
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Figure 2: Graphical depiction of the range of constraint surface texture mod-
els. Textures have element spacings ranging from 0.5 to 5.5 mm and probe
radii ranging from 0.25 to 1.5 mm. a) Probe Size = 1.5 mm, Spacing = 0.5 mm,
b) Probe Size = 1.5 mm, Spacing = 5.5 mm, c) Probe Size = 0.25 mm, Spacing
= 0.5 mm, d) Probe Size = 0.25 mm, Spacing = 5.5 mm.

textures can be modeled by simulating real texture geometry

In a previous study by the authors, subjects were asked torexp
texture surfaces simulated with a constraint surface ahgorusing
a magnetic levitation haptic device (MLHD). A just noticéahlif-
ference (JND) technigue was used to measure subjectstyatuili
discriminate between different texture spacings when ¢xtutes
were explored with probes of different sizes. It was fourat this-
criminability thresholds decreased to a minimum as baseirspa
increased; they then increased again in a way which wadye=adi
plainable with reference to a geometric model [19]. Theselts
suggested that the psychophysical function, for a realitsed con-
straint surface of dithered cones, should be similar to timetfon
found for the originating real texture.

In the study described in the present paper, a magnetiaievit
tion haptic device is used that has high position bandwiblith
stiffness and fine position resolution to generate virtezlures. A
constraint surface algorithm is developed which simulategrface
dithered with conical elements whose size, shape andlaition
closely reflect studies done with real textures [10]. We Hiypo
size that minimizing geometric differences between viraunal real
textures while using a high fidelity haptic device shouldutem
similar psychophysical funtions for roughness magnituskine-
tion.

with a slow roll off and significant power up to 1000 Hz. It skabu
thdl)efore be able to simulate texture with vibrational comgnts in
the range of both RA and Pacinian neural receptors, both aftwh
may be involved in sensing roughness [7].

2.2 Constraint Surface Texture Modeling

Previous work with real textures by Klatzkyal inspired the devel-
opment of a virtual constraint surface texture model. Thislet is
capable of simulating virtual surface geometries simitathose
used in her group’s study of the effects of geometry on textur
roughness perception. This allows direct comparison ¢fi@irand
real psychophysical perception profiles.

The constraint surface model describes the motion of a Egather
probe tip across a set of identical, truncated conical eltsneAs
seen in Fig. 3, each cone has a base raBjgs, and a top radius
Riop- The sides of the cone rise with angieto a circular plateau.
The height of the con€y, is determined by these parameters as

Ch = (Roase — Rtop) tan(a). (1)

The conical elements are situated on a smooth surface defined
by thex,y plane. In order to generate an apparently random spac-
ing distribution while preserving a mean spacing distaretevben
the cones, the elements are first laid out in a regular squiteaf-
tern. Elements are then dithered by some percentage ofititeit
spacing using zero-mean white noise. Examples of ditheyeital
element surfaces and spherical probes are shown in Fig. 2.

The path that a spherical probe will take as it passes ovena co
is dictated by the geometry of the probe-element interacti a
probe of radiuRp travels around a convex corner that has greater
curvature than the sphere itself, it moves along an arc vaitius
Rp. Otherwise, it moves a distan&g from the surface and parallel
to it. The probe path is therefore governed by a set of pieise-w
continuous functions, with the inflection points betweea fitinc-
tions determined by the size of the probe and the shape obtie ¢
In determining the probe path, itis first necessary to lotw@robe
with respect to the nearest cone element. The center of the fis
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Figure 3: a) Large spherical probe moving over a smaller cone where first
contact occurs first at the cone’s upper lip. The critical height of contact, hgit,
based on the probe radius and angle of the cone, is equal to the cone height,
Ch. b) Smaller spherical probe moving over a larger cone where first contact
occurs below the cone’s upper lip (hgit < Cp).

mapped onto the haptic interaction point (HIP). The caatesiis-
tance in the,y plane d, is found from the center of the probe to the
center of the nearest cone. The nearest cone is found by tgng
probe’s currenk,y location as an index into a lookup table which
records the dithered position of all cones in their initintlithered
rectangular grid. A fast search of this location and its estmeigh-
bours in the table, quickly determines the closest elemHrthe
probe is farther thad;, the point of initial contact, from any cone,
the height of the HIP above the surfaze will simply be that of
the probe radius itself. The location df, and other points of in-
flection in the probe path, are determined from the probeisaaind
cone side angle and are defined as distances from the neamest ¢
element center.

A spherical probe may either make first contact with a cone at
its upper edge as shown in Fig. 3a) or at the point along the’'son
leading edge where the tangent to the sphere’s surface a ®equ
as seen in Fig. 3b). The critical height of the first conthgty, is
found as

herit = Rp(1—coga)), 2

and is used to divide probe-cone contacts into these twacabe
first case (Fig. 3a), in whicBy, < herit has two probe path inflection
points,d; andd,, which are found as:

d1 =Riop+1/Cn(2Rp —Ch), 3

In this case, the probe’s distanak,from the center of the nearest
cone dictates its heiglat above thex,y plane as follows:

d>d;:z=Ry, (5)
dp <d < dy:z=Ch+/RE—(d—Reop)?, (6)
0<d<dy:z=Ch+Rp. (7)

The second case, in whi@}, > hgit (Fig. 3b), has three probe
path inflection points

d1 = Rpase + Rpsin(a) — herit cot(a), (8)
d> = Rop +Rpsin(a), %)

In this case, the probe’s heightabove the,y plane is determined
by d as:

d>d;:z=Ry, (11)
Rp + (Rpase — d) sin(a)
< Z=
d<d<d;:z cosa) : (12)
d3<d<dp:z=Cnt/RE—(d— Ry, (13)
0<d<d3:z=Ch+Rp. (14)

The calculated heights above thg plane are used to constrain
the MLHD’s motion along the axis. It is free to move above the
constraint surface or along it inandy.

It should be noted that the probe only ever interacts witimglsi
cone: that which is closest to it. If the spherical probe isantact
with two cones at once, the desired height abovetiiplane is the
same as if only one cone were in contact. This occurs bechase t
cones and the probe are symmetric and all cone shapes atieatlen

3 EXPERIMENTAL SETUP

The constraint surface algorithm is used to generate a settofres

for evaluation by human test subjects. Textures consistidhises

of dithered conical elements. Truncated cones with a hefgtaf

0.4 mm from thex,y plane are used (see Fig. 3). Their top and bot-
tom radii (Riop @andRyase) are 0.23 mm and 0.52 mm respectively.
The side angleg, is 530°. Elements are dithered from a square
grid by 40% of the spacing distance. This leaves the mean-inte
element spacing unchanged but presents the user with agseud
random texture (Fig. 2).

During the experiment, subjects are asked to explore a wide
range of texture spacings with spherical probes. Four prabi
of 0.25, 050, 10 and 15 mm are used. Eleven texture spacings are
used covering a range of spacings fror6-905.5 mm. Simulated
element shapes, probes sizes and spacing ranges aredsebeote
as similar as possible to previous studies so that direcpaoisons
of results with real textures may be made [10].

After receiving IRB approval, fifteen subjects, all of whom i
dicated they were right-handed, took part in the study. Tie s
jects were drawn from a pool of psychology students who veckei
course credit for participation. Subjects were seatedequmately
500 mm from a graphical display and keyboard used to entghrou
ness magnitude estimates. Textures were presented to ehe us
right hand by the MLHD manipulandum but no graphical repnese
tation of the texture was provided. Users listened to whitieevia
headphones during the entire experiment to prevent ayditden-
tification of the texture roughness (Fig. 1).

Textures were presented to subjects in four blocks. In elact b
subjects explored textures of varying spacing with one efftur
probe sizes. The order in which the blocks were presentedamas
domized to minimize learning effects. Within each blockyjsats
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Figure 4: Plot of log magnitude texture roughness versus log spacing (psychophsyical function) for four probe sizes. Error bars represent 1 SEM.

experienced 3 repetitions of each of the possible 11 spacmgk-
ing a total of 33 trials per block. These 33 trials were présegn
in random order. Prior to each block of trials, subjects fami
ized themselves with a demonstration block of six texturbgkv
spanned the range of spacings in the upcoming block. Themlemo
stration blocks used the same probe size as the experimmk bl
which immediately followed it. Demonstration textures e@re-
sented in random order of spacing. After completing the demo
stration subjects proceeded directly to a block of estimate

Radius [mm] a b c
0.25 -1.78 | 0.731| 0.828
0.50 -1.86 | 1.01 | 0.800
1.00 -1.64 1.19 | 0.656
1.50 -0.913 | 0.901 | 0.588

Table 1: Coefficients of fitted quadratic for roughness estimation data by probe
size.

Subjects were allowed to explore any texture for as long @g th
liked. The experiment had a one hour time limit but all sutgec
finished well within this time. They were given no instructsoon
how to explore the texture other than that they weréetbit with
the provided manipulandum. Subjects were asked to estithate
magnitude of the roughness of each texture and assign it Aerum
They were told that they could assign textures to any pesitinge
of numbers they wished excluding zero. Low roughnesses toere
receive low numbers and high roughnesses were to receive hig

numbers. Subjects’ roughness estimates were recordeattor |
analysis. Simultaneous realtime recording of haptic deyiosi-
tions and forces were made at 100 Hz during the experiments.

4 RESULTS

A psychophyical profile of roughness magnitude percept®n i
shown in Figure 4. Each subject repeats 3 trials for eacheprob
size/spacing combination. The mean of these 3 trials isddan
each subjecia (i, j), wherei andj indicate probe size and spac-
ing index, respectively. Since there are four probe sizebIin
spacings, this process results in 44 probe size/spacingvaler
subject.

Since the scaling of roughness magnitude is left up to iddivi
ual choice, these values are normalized in order to allowdsent-
subjects comparison. Normalization is performed by findimg
mean of a given subject's estimates over all tridgpjecc. The
grand mean over all subjects and all trigdgeperiment. is also found.

A normalized trial mean for a given subjecXorm, is then found
as:

i@(periment * %trial (i, ) )

(15)
Xsubject

>Znorm(h J) =

The mean over alh subjects)?n(i, j) for each normalized probe
size/spacing combination is then found as:

%n(hj):i)?norm(ivl‘)- (16)



Probe Radius [mm]| Maximum [mm] | Curvature
0.25 1.61 -1.78
0.50 181 -1.86
1.00 2.65 -1.64
1.50 3.15 -0.913

Table 2: Fitted quadratic parameters by probe size.

For each probe size there is now a normalized mean magnitude

estimate over all subjects, for each of the eleven possiialeisgs.
These magnitude estimates yield a psychophysical profilegoh
of the four probe sizes.

The data are presented on a log-log plot as seen in Fig. 4. Psy-

chophysical function profiles frequently display a line@nd on a
log-log plot, demonstrating a power fit. Previous studietegfure
with the bare finger [16] also demonstrate a power fit for rowgis
versus spacing and it is therefore convenient to displag uethis
fashion for comparison with other studies.

The log-log plot of subjects’ estimates of texture rouglsnes

versus spacing demonstrates an ascending and then degrendi

distribution. This distribution is roughly quadratic, dfet form
ax? +bx+c. The coefficients of a quadratic function fitted to the
data for each probe size can be seen in Table 1. Quadraticmaaxi
—b/2a, and curvatureg, can be seen in Table 2. The norm of the
residuals for a quadratic fit to the data is 0.243 while fomaadir
fit it is 0.507, when averaged over probe sizes. A one-wayyanal
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Figure 5: Comparison of real and simulated texture roughness magnitude
estimation maxima (DPs). Error bars represent +1 SEM. Real texture data is
from Klatzky et als experiments on size effects with a stylus probe [10]. Real
data is unavailable for a probe size of 0.25 mm.

sis of variance (ANOVA) was performed for maxima locatiordan
was significant p < 1 x 10-8), indicating the four probe sizes had
significantly different peak locations. A similar ANOVA germed
for curvature is also significanp(< 0.02) although the trend was
not as strong as for the maxima location.

5 DISCUSSION

The quadratic shape of the psychophysical function for hoegs
versus spacing seen in Fig. 4 has been seen in previoussufdie
real texture with real probes [10]. Similar studies of rongbs
psychophysical functions performed with simulated hajgtitures
have not confirmed these results. This has led to discus$ithre o
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Figure 7: Geometric model predictions of the location of roughness mag-
nitude estimate maxima (DPs) compared with results from real and simulated
textures. Error bars represent +1 SEM. Real texture data is from Klatzky et al’'s
experiments on size effects with a stylus probe [10]. Real data is unavailable
for a probe size of 0.25 mm.

possiblity that the quadratic function is an artifact of foem of
analysis used in studies which have demonstrated it (séeljaB8
note that the artifact was precluded by analyses in [10])pi-Ty
cally, such simulated texture studies have been perforraied) $i-
nusoidal gratings as the texture and a point contact as tte@nd
they tend to show a linear psychophysical function [8, 13,20].
Since the underlying texture geometry differs betweenettsasu-
lated haptic studies and those done in reality, it seemsabtp con-
clude that geometric discrepancies account for the diffeshape
of the psychophysical functions. If this is indeed the cdlsen a
simulated haptic texture which captures essential gedrrdtails
of the real texture studies should generate a similar pplgjsical
function.

In the work presented here, efforts were made to keep teahde
probe geometry consistent with previous work [10]. The sind
shape of the conical elements and their layout in a ditheatgm,
rather than in rows, was considered important. The probes we
modeled as spheres and not as points, allowing a repreisentédt
probe-texture interaction more in keeping with reality.

As can be seen in Fig. 4, the resulting psychophysical fansti
clearly show an ascending and descending distribution lwbdém
be well-fitted with a quadratic. Examining the location of thax-
ima of the psychophysical functions seen in Fig. 4, the spgpat
which subjects felt maximum roughness, it can be observat th
they move to higher spacings as probe size increases. T$ixlea
previously noted for real textures [10] and it can be seemffig. 5
that the simulated function maxima closely follow Klatz#tyal.'s
real texture findings. Their geometric model of probe andutex
interaction provides an explanation for this phenomenon.

In this model, a subject’s roughness perception is based on
the distance to which the probe penetrates between two eteme
the deeper the penetration, the greater the magnitude oéiped
roughness. When elements are closely spaced, a spheridzd pr
will not penetrate fully between them as seen in Fig. 6a. Wthen
spacing is large enough the spherical probe drops compketéhe
floor between elements (Fig. 6b., at the so-called drop gBiRY),
and maximum roughness perception occurs. The geometrielmod
predicts that this DP spacing will be at a texture spacingddfby
the height, side angle and top radius of the conical elensmishe
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Figure 6: Drop point error explained by probe velocity and geometric model. In a) and b) when velocity is 0, DP is determined only by geometry. In c) with velocity

greater than 0, DP is determined by probe velocity and geometry.
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Figure 8: X, Y, and Z-axis probe velocity from position data captured at 100
Hz in realtime during magnitude estimation experiment.

radius of the probe (as defined in Fig. 3) such that

2(h+r(sin(a)tan(a)+coga) — 1))
tan(a) '

Using eq. 17 it is predicted that as probe size increases EheilD
occur at larger and larger spacings. Intuitively, this iscaese larger
probes require larger element spacings before they candate-
trate between cones. The location of the maxima of the exger
tally determined psychophysical functions for four diéfat probe
sizes, as well as those the geometric model predicts foraimes
probe sizes, can be seen in Table 3. Figure 7 demonstratabeha
simulation’s DPs (as well as real DPs) closely follow thedicted
trend, increasing with increasing probe size. Thus thehpsggi-
cal functions for simulated dithered textures match redltes not
only in shape, but the location of their maxima can be predict

DP = Riop + (17
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Figure 9: Revised geometric model predictions of the location of roughness
magnitude estimate maxima (DPs) compared with results from real and simu-
lated textures. Error bars represent +1 SEM. Real texture data is from Klatzky
et al's experiments on size effects with a stylus probe [10]. No real data is
available for 0.25 mm probe size.

using the reality-derived geometric model.

Figure 7 also demonstrates that there is consistent under-
estimation of both real and simulated psychophysical fonstby
the geometric model. This may be due to the model’s undeylyin
guasi-static assumption. The model assumes that the depémo
etration is only related to the position of the probe withpess
to texture geometry. The probe actually has some velocitighwvh
will carry it forward as it falls to the floor between elementsl-
ement separation must be slightly larger than that predlicyethe
static model in order for a moving probe to reach the floor auth
contacting the next element’s leading edge as seen in FigA6c
subject’s hand and the probe are subject to the force oftygr&vi
where

F = (Mhand +Mfiotor )9- (18)
Mhand @ndMgsqor @re the mass of the hand and flotor respectively



Radius [mm] | Measured Pk [mm]| Predicted Pk [mm]| DPg, [mm]
0.25 1.61 1.08 0.530
0.50 181 1.33 0.474
1.00 2.65 1.83 0.823
1.50 3.15 2.33 0.822

Table 3: Measured and predicted psychophysical function peak locations and
(DPy by probe size).

and g is the acceleration due to gravity. This gravitational érc

governs the rate at which the probe falls. Thus an approgimat
idea of the increase in spacing, over and above what the ggome

model predicts for the DP, can be calculated from cone hgdigirid

the planar velocityyy, of the probe. The difference between the
velocity-based and quasi-static model predictions forltieation

of the drop point is termeB®Py, and is determined as

DPerr = ny’ %h

Mean planar velocity (MPV) over all subjects, trials andh@o
sizes is determined from 100 Hz position recordings madscthr
from the haptic device during the experiment. Planar vgjoci
this experiment is found to vary little between probe sized &
consistent with velocities used in real texture studied(2,16]. A
representative example of X, Y, and Z-axis realtime probeois

(19)
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Figure 10: Comparison of real and simulated texture psychophysical function
curvature. Error bars represent +1 SEM. Real texture data is from Klatzky
et al’s experiments on size effects with a stylus probe [10]. No real data is
available for 0.25 mm probe size.

The simulated texture curvature slightly underestimdtescur-
vature found with real texture for two of the three probe sizem-

data can be seen in Fig. 8. Using the measured MPV value of 48.1pared in Fig 10. This implies that, while similar to real taes,

mm/sec, éDPy of 0.435 mm was found. This value approaches
the average measur&@Py; of 0.66 mm for the simulated texture
and is almost exactly the 0.47 mbPy, found with real textures
[10]. WhenDP4; is added to the maxima location predicted by the
quasi-static geometric model, as seen in Fig. 9, undemastin is
substantially reduced.

The revised geometric model for roughness perceptiorcstilt
sistently underestimates simulated textures by a largegimthan
it does for real ones. This may be due to the inherent ingtufit
any haptic device to simulate the very stiff surfaces of weatld
textures and probes. If the elements in the simulation daapet
proach infinite stiffness, as they do in reality, the simediprobe
will partially penetrate them during collisions. This péagion dis-
tance likely is the the source of the revised model's smadireas
it would tend to further increase the distance a probe tsdvelore
reaching the base between elements.

In previous studies, probe velocity has been found to affest
location of maximum roughness, causing it to increase [5), 1
This is consistent with the predictions of the revised geoime
model since higher velocity will result in a largBPer; .

Using a JND technique, it has been found that the sensitfity
roughness perception, as measured by the ability to disim
between texture spacings, is similar for real and simultaetlires
[12, 18, 19]. The curvature of the fitted quadratic is anothiay
to approximately measure the sensitivity of roughnessgpian
to changes in spacing. If the roughness of the simulatedirext
is perceived in the same way as real texture, the curvatdrd®o
psychophysical functions for corresponding probe sizesilshbe
comparable. Figure 10 shows the curvature for probes useghin
and simulated textures. The gradual decrease of curvatitinény
creasing probe size indicates that subjects have a handerdiis-
criminating roughness changes with larger probes. Thisesgwith
a previous study by Unget al. in which the threshold of roughness
discrimination between spacings increased with probe [di2g
While it is difficult to draw solid conclusions from so few dat
points, it would seem that the experimental simulated textue-
ated with the constraint surface model, is very close, peucdly,
to real texture.

the simulated textures are slightly less discriminable.vi€ee ef-
fects, resulting from the inability of the MLHD to generateal
world stiffnesses and position bandwidths, are the likelyse of
this finding.

6 CONCLUSIONS AND FUTURE WORK
6.1 Conclusions

The psychophysical function for roughness perceptionguaiaur-
face of dithered conical elements and a spherical probeughtg
quadratic. This correlates with functions found using Emieal
surfaces and probes. Moreover, the spacing at which maximum
roughness is perceived is found to increase with incregsioge
size and is predictable based on a geometric model deveieg
real probes and textures. By incorporating probe velocity the
geometric model, differences between the model and mehBlre
could be accounted for. The comparable psychophysicatiime
for real and simulated textures demonstrate that a reatestiure
roughness can be produced using a haptic device of sufficligh
resolution and bandwidth.

Furthermore, a geometric model of roughness perception ap-
pears to predict subjects’ perceptions quite well. Diffees be-
tween the psychophysical function for sinusoidal and deteex-
ture simulations are likely due to the geometry of the textaind
probe and not due to haptic fidelity or flaws in the geometrideho
The apparent validity of the geometric model also impliest tre-
veloping haptic texture models based on texture geometryadid
and feasible way of designing realistic textures.

6.2 Future Work

Discrepancies exist in the way in which simulations of saidal
gratings and dithered textures are perceived [10, 13]. k&gext
step would be to determine a geometric model for the intemact
of a spherical probe with gratings made up of trapezoiddirgga
or sinusoids. In the case of trapezoidal gratings with csestions
similar to the cones used in the present study, the psyclsogly
function should not differ significantly from dithered taxés and,
if it does, the discrepancies will need to be examined clyefu



Probe/surface geometry is clearly a significant deterntioéan
roughness perception but other factors, such as complianag
play a role in how texture is perceived. The development cfya p
chophysical function for roughness perception using satiohs
with different stiffnesses could lend insight into how et is per-
ceived via a probe.

Since the MLHD is capable of accurately recording positind a
force during exploration of texture simulations, it shobkl possi-
ble to analyze the position and dynamics of the probe/serfiac
teraction in order to better understand the physical pt@sethat
are perceived as texture. The relationship of probe dyremaic
underlying texture geometry may well be a significant factate-
termining texture perception.

Extensions of the model to explain other features of the psy-

chophysical function, such as curvature, might be possiGlen-
current analysis of physical and perceptual data may heégpmae
software and hardware requirements needed to producstiesii-
tual textures.
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